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ABSTRACT

In this paper, we explore the chaotic behavior of resistively and capacitively shunted Josephson junctions via the so-called Network Simulation Method. Such a numerical approach establishes a formal equivalence among physical transport processes and electrical networks, and hence, it can be applied to efficiently deal with a wide range of differential systems.

The generality underlying that electrical equivalence allows to apply the circuit theory to several scientific and technological problems. In this work, the Fast Fourier Transform has been applied for chaos detection purposes and the calculations have been carried out in PSpice, an electrical circuit software.

Overall, it holds that such a numerical approach leads to quickly computationally solve Josephson differential models. An empirical application regarding the study of the Josephson model completes the paper.
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1. INTRODUCTION

Circuit theory has an undeniable attractive to deal with physical dynamical systems described via differential equations. The analogy among physical systems and electrical networks is a well-known academic subject [1,2] whose usefulness is especially highlighted in the context of complex nonlinear systems. In this way, a powerful method following that methodology and being based on circuit theory, is the so-called Network Simulation Method (NSM), a numerical approach applied to design electrical network models equivalent to certain transport processes and also for simulation purposes, by applying a suitable software for electrical circuit analysis [3]. Its power and efficiency could be employed to easily deal with the simulation of an electrical device having some complex nonlinear dynamics: the Resistively and Capacitively Shunted Josephson Junction (RCSJ, hereafter).

The Josephson Junction (JJ) is a well-known technological application of superconductivity in electronics. It consists of a simple macroscopic quantum-mechanical device with a pair of superconductor layers linked by an insulating barrier allowing the quantum tunnel effect [4,5]. Cooper pairs at both sides of the insulator could be represented by wave functions that permeate the insulator via the tunnel effect and lock their phases to a constant value. Then a current proportional to the sinus of the phase difference between both sides of the junction is generated [6]. This system tends to give rise to nonlinear effects in its electromagnetic behavior. Thus, it becomes possible to explore chaotic dynamics in the junction behavior in experiments and in simulations, as well [7]. Moreover, due to the simplicity underlying its mathematical model, it could be applied to similar nonlinear dynamical systems. A detailed knowledge regarding the nonlinear dynamic and non-equilibrium effects in this superconducting system becomes necessary to understand some applications of the derived superconducting devices: SQUIDs, phase detectors, microwave or terahertz pulses generators [8], amplifier, transmitter and receiver in communications with chaos [9–11], to quote some of them. It is also worth noting that JJ resonators could produce chaotic signals in a wide range of frequencies [12].

For all these reasons, the JJ has become a test case in the study of chaos [13,14], experimentally and in simulations [15], both digital and analogic [16], due to their fundamental and practical interest [10]. The understanding and synchronization of chaotic systems becomes relevant in a great number of complex physical [17], chemical, biological, and even economic and social systems, or applications having finite transmission times [18], variable switching speed and memory effects, and turbulent and unpredictable behaviors [19].

Along the last decades, the interest for those systems has grown increasingly. Indeed, chaos can be used to mask, transmit, filter and recover encoded information in the chaotic carrier wave [20–25], and to generate cryptographic keys [26], as well. The JJ model can be applied to simulate those systems under similar mathematical models.
such as nonlinear optical devices, the Belousov–Zhabotinsky chemical reaction or Rayleigh–Bénard convection cells [27], and to study how tuning the parameters can lead to or avoid chaos.

The theoretical behavior of the JJ has been classically modeled via RL or RCL electric circuits [28], where the parameters are considered to be constants (standard JJ models). However, for a more realistic description regarding the behavior of the system, these parameters should also depend on some variables including temperature, external magnetic field, or even dimensions and profile of the junctions, among others [29]. We shall refer to them as generalized JJ models, hereafter.

It is also worth mentioning that the dynamics of the JJ model have been extensively studied via several numerical methods [30]. Overall, the design and solution of analogic electrical networks constitute a fundamental alternative to classic numerical approaches. Blackburn [31] designed an electronic analogic circuit for a RCSJ in which no analog switches are required and high performance op-amp were used to reduce the noise and improve the bandwidth. Vicent et al. [32] explored the control and synchronization of chaos in the RLC shunted Josephson junction by means of a backstepping design after solving the model with the Matlab/Simulink block.

In this paper, we contribute an alternative method based on the NSM, a numerical approach based on the formal equivalence between physical transport processes and electrical networks. A universal and equivalent electrical network is designed starting from the mathematically set of coupled differential equations. Each term in the differential equations, whatever its expression, is modeled as an appropriate current branch implemented in the network model via a certain electrical device. This is interconnected with the rest of them under the Kirchhoff current law (KCL), according to the sign of the addends in the equation. Accordingly, the NSM establishes a natural equivalence between physical transport currents and electrical currents. Further, since the network only contains a few devices (a resistor, a capacitor, and a voltage-controlled current source, see forthcoming Section 2.3), the network design becomes quite easy and can be run in a circuit computer code such as PSpice.

Hence, no further mathematical manipulation is required since the remaining work is carried out by the algorithms in the simulation code. It has been proved that the contributed model, which can be run in a PC with relatively short computing times, becomes a powerful and precise tool to study a great variety of problems [33–41]. This constitutes one of the main advantages of the NSM.

Moreover, since the simulation code assumes the KCL, the balance of the flow variables (conservation law) is inherently assured without adding new requirements to the model. Thus, the user is not required neither to manipulate the large set of algebraic differential equations nor to pay special attention to its convergence, due to the sophisticated numerical procedures integrated in the circuit simulation codes.
On the other hand, a powerful tool to test for chaotic dynamics in nonlinear systems is the Fast Fourier Transform (FFT), also included in PSpice. The Fourier spectrum of a signal is one of the most applied chaos measures in dynamical systems by scientists and engineers [42]. The chaotic signal presents a continuous distribution of frequency (broad band spectrum) in contrast to the periodic and quasi-periodic signals, which are characterized by the presence of discrete spikes.

In this paper, the results obtained after applying the NSM to some phenomena that appear in the JJ, including the intermittency and the chaotic behavior, are analyzed in both the standard and the generalized models. This has been carried out via the study of the phase diagrams and the spectral analysis of the FFT in PSpice. The standard model could still be solved using specific packages such as JSPICE. Nevertheless, if the parameters are no longer constant (as in the generalized model discussed along Section 2.3), then the complexity of the problem may quickly be increased and those packages become quite ineffective. Therefore, the novelty in this work mainly consists of the application of the NSM to efficiently deal with the generalized model. Additionally, some of the results have also been compared with those from some classical approaches in order to test for efficiency, reliability, and accuracy regarding the NSM.

The structure of this paper is as follows. In Section 2, we provide all the necessary preliminaries including the basics on Josephson Junctions, the RCSJ model, the generalized RCSJ model, the NSM method, and the FFT, as well. Section 3 contains the results and the discussion, and finally, Section 4 summarizes the main conclusions for this work.

### 2. THEORETICAL BACKGROUND

#### 2.1 Josephson Junctions

When two superconducting elements are separated by a thin insulating film, it holds that the wave functions for both sides could be represented via the following expression [29,43]:

$$\psi_i = \sqrt{n_i} e^{i\theta_i} \quad i = 1, 2$$  \hspace{1cm} (1)

where $n_i$ is the Cooper pairs density and $\theta_i$ denotes the wave function phase, as well. Further, both sides are coupled through the next equations:

$$j \quad \psi_1 = \mu \psi_1 + K \psi_2$$
$$j \quad \psi_2 = \mu \psi_2 + K \psi_1$$  \hspace{1cm} (2)
where $\mu_1 = -\mu_2 = \frac{2e \cdot V}{2}$ are the energy levels at both sides of the junction, $V$ is the electrical potential between both sides, $2e$ is the Cooper pair electric charge, and $K$ denotes the coupling constant, as well. From both Eqs. (1) and (2), and separating the real and imaginary parts we obtain that

$$\frac{\partial n_1}{\partial t} = -\frac{\partial n_2}{\partial t} = 2k \sqrt{n_1 n_2} \sin(\theta) \quad \theta = \theta_2 - \theta_1$$

(3)

where $\theta$ refers to the phase difference of the wave functions. Since the change rate of the density of Cooper pairs is the transport current across the junction, then the first expression in Eq. (3) leads to

$$I = \frac{\partial n_1}{\partial t} = -\frac{\partial n_2}{\partial t} = 2k \sqrt{n_1 n_2} \cdot \sin(\theta) = I_0 \sin \theta$$

(4)

where $I_0$ is the critical current of the superconducting junction. Moreover, the voltage across the junction from the second equality at Eq. (3) is given by

$$V = \frac{\partial \theta}{2e \frac{\partial t}}$$

(5)

These key expressions do govern the electric behavior of a JJ.

2.2 The standard RCSJ model

The model described above represents the ideal behavior of a JJ. However, the junctions behave more accurately according to an equivalent electrical model, namely, the RCSJ, also known as Steward-McCumber model [44,45]. Fig. 1 provides a graphical approach regarding the RCSJ for illustration purposes. It is also worth mentioning that the RCSJ is the most appropriate model to study both frequency and chaos [10,46,47].

Figure 1. Schematic diagram for the RCSJ.

In this scheme, $R$ represents the unavoidable resistive derivation (shunt) that short-circuits the junction, and $C$ is a capacitor, which takes into account the accumulated charge between the terminals of the JJ and causes displacement currents, as well. There is no classical equivalent for the JJ and it is usually denotes as $X$ in the circuits. The first KCL yields the following total intensity expression:
\[ I = C \frac{\partial V}{\partial t} + \frac{V}{R} + I_0 \sin \theta \]  

The voltage \( V \) in this approach is governed by Eq. (5), in addition to the laws of behavior of both the resistor and the capacitor [48,49]. When \( R, C \) and \( I_0 \) remain constant, then Eq. (6) is known as the standard RCSJ model, which can be rewritten, using the flux quantum \( \Phi_0 = \frac{\hbar}{2e} \) as

\[ I = C\Phi_0 \frac{\partial^2 \theta}{\partial t^2} + \frac{\Phi_0}{R} \frac{\partial \theta}{\partial t} + I_0 \sin \theta \]  

That expression is a second order differential equation having a nonlinear component. It can be rewritten in two dimensionless ways, where the normalized current is \( \tilde{i} = I/I_0 \).

To deal with, one option is to consider the Josephson circle frequency, \( \Omega_c \) [43]. In the present work, we have used another normalization, which is related with the plasma frequency, \( \Omega_p \). This can be stated as follows: let \( \Omega_p = \sqrt{I_0/C\Phi_0} \), \( \tau = \Omega_p t \) (normalized time), \( \omega_p = \Omega_c/\Omega_p \) (normalized frequency), \( v = V/I_0R \) (normalized voltage), and \( \gamma = 1/\Omega_p RC \) (damping parameter) [43]. Hence,

\[ \tilde{i} = \frac{\partial^2 \theta}{\partial \tau^2} + \gamma \frac{\partial \theta}{\partial \tau} + \sin \theta \]  

Further, if the system is forced through an external AC intensity current, \( i = A\sin(\omega \tau) \), where \( A \) is the amplitude and \( \omega \) is the angular frequency, then the governing uncoupled equations are the following:

\[ A \sin(\omega \tau) = \frac{d v}{d \tau} + \gamma v + \sin \theta \quad (a) \]
\[ v = \frac{d \theta}{d \tau} \quad (b) \]

These expressions will be applied in upcoming calculations for simulation purposes.

2.3 The generalized RCSJ model. Dependence of the critical current on an external magnetic field

Firstly, observe that Eq. (7) models the ideal JJ, where all the parameters remain constant in time. In general, both parameters \( C \) and \( R \) present a strong dependence on temperature \( T \) [50,51], as well as on other factors as aging [52], though the critical current \( I_C \) becomes the most revealing. In fact, this may even depend on the magnitude of an external magnetic field applied to the superconducting device. Thus, the
generalized RCSJ model is represented again by Eq. (7), but notice that the parameters may vary due to the effect of a physical variable, such as temperature, external magnetic field, self-field effect, JJ dimensions and non-uniformity of the junction surface [53–57], non-linearity of $R$ and parasitic inductances. From the above mentioned, temperature remains constant in applications, aging does not play a relevant role in our simulations due to the short time length windows we work with, and non-uniformity of the junction surface as well as JJ dimensions stand as a result from the fabrication procedure. In our study, nor the non-linearity of $R$ or the parasitic inductances have been considered, though their effects could be explored in future research. Instead of this, we shall be focused on the effect of an external magnetic field, disregarding the self-field induced by the tunneling current.

If a uniform field $B$ is applied parallel to the interphase plane of the samples (as shown in Figure 2), the critical current exhibits a dependence described by the following expression [29]:

$$I_c = I_0 \left| \frac{\sin \left( \frac{ed'LB}{ed'LB} \right)}{\frac{ed'LB}{ed'LB}} \right|$$  \hspace{1cm} (10)

where $I_0$ is the value of the critical current in absence of the magnetic field, $L$ is the lateral dimension of the sample perpendicularly to the direction of the applied field, and $d' = d + 2\lambda$ is the effective insulator thickness, with $d$ and $\lambda$ being the insulator thickness and the penetration depth, respectively. Eq. (10) could be simplified by defining the renormalized magnetic flux through the cross section by $\chi = 2\pi \Phi / \Phi_0 = 2eLd'B / \hbar$. Hence,

$$I_c = I_0 \left| \frac{\sin \left( \frac{\chi}{2} \right)}{\frac{\chi}{2}} \right|$$  \hspace{1cm} (11)

Figure 2: Penetration of the magnetic field through the cross section in a JJ sample.

Following the above, the actual problem arising from Eq. (11) is how to solve the generalized model of the JJ, i.e., how to determine both the phase and the voltage with $\chi$ not being constant in time. Situations involving constant values of $\chi$ (therefore, constant values of $I_c$) are easy to be analyzed via specific software packages, such as JSPICE [58]. However, the problem regarding $\chi$ being a function of time cannot be analytically solved and a numerical solution for a non-integrable differential equation cannot be found out, too. Moreover, $\chi$ can exhibit any dependence on the variables of the system. To reach a solution, the user should manipulate the intrinsic FORTRAN code of JSPICE (similarly to other packages) and define new subroutines. This clearly
represents an inconvenient. Even if possible, the optimization of the new subroutines is not evident at all. The same argument can be extended to the remaining parameters, $C$ and $R$, in Eq. (7).

The NSM allows to compute the generalized RCSJ model with non-static parameters, no matter their dependence on time. Furthermore, the number of electric devices employed to solve the model remains the same: capacitors, resistors, and voltage-controlled current sources, as well. In this way, the novelty in this paper lies in the fact that the NSM can lead to solve the generalized RCSJ model following a similar approach as in the standard model, gaining advantage over other methods. The key here is to include in the main electrical network as many coupled auxiliary electrical circuits as new dependences.

According to Eq. (11), the generalized RCSJ model holds once Eq. (9) has been rewritten since $R$ and $C$ are assumed to be constants. To deal with, just replace $I_0$ by $I_c$. Also, an explicit expression containing the dependence of $\chi$ on time must be defined. For illustration purposes, next we provide an example regarding an alternate-like current dependence. In this case, the set of differential equations is as follows:

$$
A \sin(\omega \tau) = \frac{d\nu}{d\tau} + \gamma \nu + \left| \sin(\chi/2)/\chi/2 \right| \sin \theta \quad (a)
$$

$$
v = \frac{d\theta}{d\tau} \quad (b)
$$

$$
\frac{d\chi}{d\tau} = 10 \cos(\beta \tau) \quad (c)
$$

It is worth mentioning that Eq. (12) (c) has been chosen only from a mathematical viewpoint, though it has no applicative nature. Parameter $\beta$ refers to an angular frequency, and pre-factor of 10 has been selected according to [55]. Interestingly, it holds that Eq. (12) (c) may exhibit a deep dependence on $\tau$, so the problem does not increase in complexity from the NSM approach. In fact, this constitutes the main advantage of our procedure.

2.4. The Network Simulation Method

The NSM establishes an equivalence between a mathematical model describing a physical transport process and electrical networks. Two main steps are required to properly apply that method: (i) to design a network associated to the system of differential equations describing the physical problem to be modeled, and (ii) to run the model in an appropriate circuit simulation code.
Regarding the first step, a general rule can be stated. Each differential equation in the mathematical model leads to an independent circuit, where each addend is considered as a current branch that is implemented in the network by an appropriate device. The branches are interconnected in such a way that the KCL is satisfied according to the sign of the addends in the equation. All the terms within a given equation are balanced as currents of different branches in a circuit node. For the whole problem, there will be as many circuits as equations, and for each equation, as many branches as addends. The NSM basically consists of finding the appropriate device for each addend in each differential equation and then properly connect them.

Only a few electrical devices are necessary to model the addends within the differential equations. They are of the following types:

(a) Capacitors: directly related to the first derivative addends, since the current $i_c$ through a capacitor is defined as $i_c = C(dV_c/dt)$. The voltage at its ends, $V_c$, is formally equal to the variable of the first derivative in the differential equation, known as the node voltage. The constant in front of the derivative is just the capacity $C$. Sometimes the differential equations are renormalized in such a way that all the capacities are equal to one, as Eq. (13) establishes.

(b) Voltage-controlled current sources: related to addends, are functions of the node voltages. These devices are able to implement in the network any kind of linear or nonlinear addend given as a mathematical function of one or several dependent variables: the node voltages. To design such a device, it becomes necessary to implement the mathematical expression for each particular addend in the differential equation, and hence, to establish the direction of the current: if the sign of the addend is positive (resp. negative) the current will be outgoing (resp. incoming).

(c) Resistors: required by the computational code only to satisfy the continuity criteria, are usually chosen with very high values.

It is worth noting that only these three kinds of devices are employed to design the electrical networks. As a consequence, only a very few programming rules will be required to be implemented on a circuit software. To conclude the model, we have to design one electrical circuit per differential equation, and then they have to be connected to a common node. In most cases, that node is chosen as the ground. After this step, we only need to set the initial voltages of the capacitors.

For illustration purposes, let us apply the NSM to Eq. (12) (a), rewritten in terms of the KCL as follows:
\[
\frac{dv}{d\tau} + \gamma v + \frac{\sin(\chi/2)}{(\chi/2)} \sin \theta - A \sin(\omega \tau) = 0
\]  \hspace{1cm} (13)

The expression above has four addends, and hence, it has to be implemented by a circuit having four branches plus the resistor current branch, as shown in Figure 3. This represents the generalized RCSJ model. The currents of these branches, \(dv/d\tau\), \(A \sin(\omega \tau)\), \(\sin(\chi/2)/(\chi/2)\sin \theta\), and \(\gamma v\), are balanced at a common node (named \(v\)), according to their algebraic sign. Let us choose the positive addends as outgoing currents, flowing from the node to the ground. Observe that the first addend in Eq. (13) has been modeled by a 1F-capacitor. The voltage at the node (or equivalently, the voltage at the capacitor) is just the value of the unknown variable \(v\).

Figure 3. Equivalent electrical circuit to Eq. (12) for the generalized RCSJ.

The rest of the addends can be easily implemented via voltage-controlled current sources, which continuously read the values of the other nodes of the network, and operate adequately into the source to provide the required current output. The addend \(\sin(\chi/2)/(\chi/2)\sin \theta\) is implemented by the current source \(G_{v1}\), whose output current, of value \(\sin(\chi/2)/(\chi/2)\sin \theta\), can be read from the voltages \(\theta\) and \(\chi\) at the corresponding nodes in the network model. The same procedure can be applied to implement the addends \(\gamma v\) (source \(G_{v2}\)) and \(A \sin(\omega \tau)\) (source \(G_{v3}\)), whose outputs currents are obtained from the variable time \(\tau\), and the voltage node \(v\), respectively.

Fig. 3 also illustrates the design regarding both Eqs. (12) (b) and (12) (c). Thus, the whole model consists of three main circuits containing two nodes each: a common node (the circuit ground) and an independent node, whose voltage is an unknown variable. The initial conditions are implemented by fixing the initial voltage of the capacitors. In particular, for the standard JJ model, only two circuits have been used (see Eq. (9)).

Once the network model has been designed, the second step, namely, the circuit simulation, is carried out by a circuit code, such as PSpice [59], without any additional mathematical requirements. In our simulations we have employed OrCAD PSpice 9.2. An auxiliary C# program has been designed to import the tabulated data of PSpice code and also to represent them in MATLAB or Origin, for instance.

It is worth mentioning that no mathematical manipulations are further required since the simulation software carries out both the work related to the topological structure of the model (inherent in KCL) as well as the work related to the numerical solution, for which the algorithms implemented in the circuit simulation software are applied [60]. This constitutes one of the key advantages of the NSM. Further, the model becomes efficient, versatile, and computationally fast. Since one of the chaos indicators in
dynamical systems, the Fast Fourier Transform [27] is easy to be handled in PSpice, we shall apply the NSM approach to test for chaos presence in both the standard and the generalized RSCJ, and also to carry out an analysis regarding the trajectories of the phase space. The obtained numerical results will be compared with those from 4th order Runge-Kutta (RK) algorithm.

2.5. The Fast Fourier Transform of the phase signal

In this subsection, we provide a brief sketch regarding the Fast Fourier Transform (FFT, hereafter) as well as other techniques usually applied in literature to deal with chaos detection.

A wide variety of analytic tools are available to test for chaotic behavior in dynamical systems. In this way, Lyapunov (characteristic) exponent, fractal dimension, and Fast Fourier Transform can be quoted, among others. In this paper, though, we shall focus on the FFT for numerical calculations.

FFT allows a non-periodic signal to be decomposed into harmonic (resp. sinusoidal) signals. Let us assume that a given periodic (resp. non-periodic) signal can be expressed in the following terms [61]:

\[
F(t) = \int_{-\infty}^{+\infty} g(t) \exp(-i2\pi ft) dt \tag{14}
\]

where \( f \) denotes frequency, and \( \exp(-i2\pi ft) = \cos(2\pi ft) - i \sin(2\pi ft) \), as usual. However, in empirical applications, we shall consider a discrete version of Eq. (14), namely,

\[
F(\nu) = \frac{1}{n} \sum_{t=0}^{n-1} g(t) \exp(-i2\pi ft) \tag{15}
\]

where \( \nu \) refers to frequency, and \( n \) is the number of samples. Recall that the Fourier amplitude can be calculated as the square root of the sum of the squares of both real and imaginary parts. Additionally, Fourier phase is the arc tangent of the ratio between the imaginary part and the real part.

On the other hand, if the motion becomes periodic (resp., quasi-periodic), then the shape of the Fourier amplitude presents a set of narrow spikes and hence, it provides some evidence that the signal can be expressed in terms of a discrete set of harmonic functions. Moreover, near the chaos onset, a continuous distribution of frequencies may appear, whereas in any neighborhood of chaotic motion, the continuous spectrum may dominate those discrete spikes [42].

In addition, since the FFT allows to determine the frequencies that set up the function signal, it can be used to reveal the periodic or chaotic behavior of the signal. The power
spectrum of a periodic signal presents a sharp peak at the signal frequency \( \omega \) and its harmonics, as well. On the other hand, a quasi-periodic signal will show several frequency peaks as well as their lineal combinations. However, a chaotic signal is characterized by a continuous power spectrum.

3. RESULTS AND DISCUSSION

The solutions of the RCSJ model described in Eq. (9) for different values of the parameters and initial conditions have been computed via the NSM approach. It is worth pointing out that the simulations have been carried out via OrCAD PSpice 9.2. It contains an implementation which combines the trapezoidal method and the Gear methods, both of them of 2nd order with variable time-stepping. A variety of parameters has been selected in order to get both chaotic and non-chaotic behaviors. It is worth noting that the discussion regarding the phase diagrams in each case throws valuable information to test for chaos. In addition, the FFT for each case will also be explored to complete our analysis.

Figure 4. (a) Phase vs. time by RCSJ model via the NSM (solid line), and by a fourth order Runge-Kutta algorithm (empty dots), as well. The parameter values are chosen to be \( A = 1, \gamma = \frac{1}{2}, \) and \( \omega = 2/3 \). (b) FFT transform for \( \theta \) vs. \( \omega \), only having a sharp peak at \( \omega = 0.106 \).

First of all, we have compared the results obtained from the NSM and the fourth-order RK method with fixed time-stepping, respectively, for a prototypical case, by choosing the parameters \( A = 1, \gamma = \frac{1}{2}, \) and \( \omega = 2/3 \) [62]. In this case, we have considered the initial conditions \( \theta = 0 \) and \( \frac{d\theta}{d\tau} = 1 \), as well. Figure 4 (a) shows the trajectory of the phase difference \( \theta \) vs. time \( \tau \) for the solution obtained via the NSM (straight line), and the fourth-order Runge-Kutta (RK) algorithm [63] (empty dots), resp., with time ranging from \( \tau = 0 \) to \( \tau = 60 \). Moreover, the average difference (error) between both methods, computed in the range from 50 to 500, is equal to 0.15%.

Figure 4 (b) shows the FFT transform of the solution. In this way, it is worth mentioning that PSpice can analyze multifrequency inputs and quickly obtain their FFT spectrum for upcoming analysis. Such a graphical representation shows a peak at \( \omega = 0.106 \) with an amplitude equal to 2.71 (dimensionless). That angular frequency corresponds to the frequency of the phase difference in the stationary state shown in Figure 4 (a). The presence of a clear and sharp frequency peak constitutes a strong indicator of chaos absence.

Figure 5. (a) A periodic orbit under the same parameters as in Figure 4. The first 2000 points have been removed from the plot since the trajectory is not periodic from the
beginning. (b) The same FFT as in Fig. 3 (b), though a logarithmic rate has been considered in vertical axis, instead. Observe that several lesser peaks do appear.

Figure 5 (a) shows phase $\theta$ vs. its derivative $d\theta/d\tau$, namely, its phase space under the same parameters as above. It is worth mentioning that phase space plots become quite useful to analyze complex oscillations, especially those that could behave chaotically. However, in non-chaotic contexts (like this one) the trajectory resembles an elliptical orbit repeating itself continuously, since it returns to the same point under the same conditions: in this case, with a $3\pi$-period, the main frequency in the FFT plot.

On the other hand, Figure 5 (b) contains the same information regarding the FFT as in Figure 4 (in logarithmic scale). In addition to the main peak, that graphical representation shows two lesser peaks, at 0.318 and 0.53 (3 and 5 times the original, resp.) whose amplitudes are equal to 0.108 and 0.00866 (1/25 and 1/64 of the original, resp.). They are related to the thickness of the orbit, which does not strictly follow the same trajectory for each loop before returning to the starting point. The rest of the peaks appeared in that figure correspond to the initial transitory, disappearing once the first 2000 points have been removed. Again, the presence of sharp and clear frequency peaks throws information regarding chaos absence.

Figure 6. (a) Similar representation to Figure 5 for parameters values $A = 1.07$, $\gamma = \frac{1}{2}$, and $\omega = 2/3$. The new trajectory shows a doubling orbit, since it does not return to the initial conditions until it completes two full orbits. In this case, the first 2300 points have been removed. (b) FFT of the trajectory.

Figure 6 (a) shows the results for the same parameter choice as in the previous simulation, but letting $A = 1.07$. The initial conditions have been chosen to be $\theta = 0$ and $d\theta/d\tau = 1$, resp. In this case, though, the phase space shows an orbit doubling. Thus, the elliptical orbit becomes periodic but repeats itself with a $6\pi$-period, having two close orbits instead of only one. Orbit doubling (also called as period doubling) is a phenomenon that occurs in nonlinear systems as amplitude $A$ increases, and consists of a bifurcation (or branching) of the original loop as the number of iterations (or time) required to return to the original state doubles. There can be two, three or more bifurcations in an infinite sequence of orbit doubling as $A$ increases. For higher values of $A$, the number of bifurcations grows after increasingly smaller increments (sixth decimal place variations). If the number of bifurcations is infinite, then the system behaves chaotically, namely, a region in which the phase trajectory has no apparent order and looks erratic [27]. It is worth mentioning that our method is precise enough to determine the range of $A$ values for each zone and to discriminate their starting value up to 10 decimal digits, as well.

Figure 6 (b) contains the FFT of this phase space. This presents a main peak at $\omega = 0.106$ with an amplitude equal to 2.62. Observe that this is the same angular frequency
as in Figure 5, though in this case, the second and third peaks appear at $\omega = 0.212$ and $\omega = 0.318$, resp., namely, twice and thrice the main frequency, resp. Further, the amplitudes of these peaks are 0.299 (1/9 of the first one), and 0.052 (1/50 of the original), respectively. These peaks are only related to the thickness of the orbits. The remaining peaks correspond to the initial transitory state and disappear once the first 2300 points have been removed.

Figure 7. (a) Chaotic trajectory in a graphical representation for $d\theta/d\tau$ vs. $\theta$. In this case, the parameters have been chosen to be $A = 1.5$, $\gamma = \frac{1}{2}$, and $\omega = 2/3$. (b) FFT of the trajectory.

On the other hand, if the amplitude is further increased to $A = 1.5$, letting $\gamma = 1/2$ and $\omega = 2/3$, then the chaotic zone is reached, leading to the trajectory provided in Figure 7 (a), where the initial conditions are $\theta = 0$ and $d\theta/d\tau = 1$, and the phase diagram has been displayed along the interval $(-\pi, \pi)$. No periodic orbit is ever repeated, which is a strongly indicative that the system behaves chaotically.

Figure 7 (b) presents its corresponding FFT, where the intrinsic chaotic nature is also revealed due to a continuous noise spectrum, despite it shows again two main peaks at $\omega = 0.106$ and $\omega = 0.318$, resp., the same frequencies as in original non-chaotic Figure 4, since this frequency depends on the forced frequency parameter $\omega$.

Figure 8. (a) The intermittency phenomenon. The plot shows $d\theta/d\tau$ vs. $\theta$ for parameter choice $A = 0.9045$, $\gamma = 0.5$, and $\omega = 0.47$. (b) FFT of the trajectory.

Figure 5 (a) shows the phase space trajectory by parameters $A = 0.9045$, $\gamma = \frac{1}{2}$, and $\omega = 0.47$ [60], and initial conditions $\theta = 0$ and $d\theta/d\tau = 0$. It depicts an interesting phenomenon regarding the chaotic behaviour of the JJ. The plot presents regular oscillations with no orbit doubling, connected with chaotic and repetitive $2\pi$ or $4\pi$ phase jumps. They are related to turbulent bursts in the voltage along the junction, giving rise to the so-called intermittency chaos. Intermittency is a complex steady-state considered as a route to chaos different from or instead of doubling and, in most cases, is the only empirically observable chaos in JJ [64].

The FFT characteristic of this phenomenon is shown in Figure 8b, where its chaotic nature is revealed again via an almost continuous spectrum of noise frequencies up to 0.6, approximately. At any rate, it presents two peaks, located at $\omega = 0.075$ and $\omega = 0.224$, respectively. These peaks are quite different from those in the previous figures though the connection with the new frequency $\omega$ still remains.

The generalized RCSJ model also presents some interest from an experimental viewpoint [53–57], and constitutes a more complex situation where numerical simulations are still scarce. Next we show the results thrown by the NSM applied to
Eqs. (12). To study the influence of the parameter $\beta$, we have chosen $A = 0.2$, $\gamma = 0.5$ and $\omega = 2/3$. Hence, in absence of an external magnetic field, a periodic orbit can be found in the standard RCSJ model (similarly to both Figs. 4 and 5). The dynamics in Eqs. (12) become richer and more complex as a consequence of varying $\beta$. More specifically, for smaller values of $\beta$ ($< 0.05$), several chaotic trajectories appear, whereas for $\beta > 5$, the system recovers the standard model behavior.

In Fig. 9 they have been shown the phase diagrams for different values of $\beta$ in the generalized RCSJ model. From the analysis of the FFT, we have determined that the graphical representations from (a) to (d) do present periodic behavior, while (e) and (f) display chaotic dynamics. Additionally, plot (f) shows again intermittency.

Figure 9. Phase diagrams for the generalized RCSJ model. The parameters are $A = 0.2$, $\gamma = 0.5$, and $\omega = 2/3$, and the initial conditions and $\beta$ values have been chosen as follows: (a) $\theta = -0.39$, $d\theta /d\tau = 0.19$, $\beta = 2.5$; (b) $\theta = -0.541$, $d\theta /d\tau = 0.133$, $\beta = 2$; (c) $\theta = -0.621$, $d\theta /d\tau = -0.048$, $\beta = 1.5$; (d) $\theta = -0.00025$, $d\theta /d\tau = -0.0018$, $\beta = 0.5$; (e) $\theta = 0.0013$, $d\theta /d\tau = -0.0018$, $\beta = 0.1$; (f) $\theta = 1.2$, $d\theta /d\tau = 0.4$, $\beta = 0.01$.

As Figure 5-Figure 9 point out, the NSM allows to compute the phase diagram and the FFT of different chaotic and non-chaotic behavior mechanisms, having an excellent accuracy and being fast enough compared to other classical numerical methods. Its simplicity and calculation power makes it a pretty good alternative to deal with the chaotic behavior in dynamical systems.

4. CONCLUSIONS

In this work, resistively and capacitively shunted Josephson junctions (RCSJ) have been numerically explored via a network model whose design is based on the so-called Network Simulation Method (NSM). This approach takes advantage from the powerful algorithms implemented in a circuit simulation software. Since the NSM is based on the formal equivalence between physical systems and electrical networks, it has been applied in problems of great mathematical complexity in science and engineering.

The approach presented along this paper becomes efficient, versatile and computationally fast. It does not need the mathematical manipulations inherent to other numerical methods, since this work is carried out entirely by the circuit code. Moreover, it is also worth mentioning that the implemented circuit only contains a few electrical devices. Thus, only a very few programming rules depend on the user handling.

The Resistively and Capacitively Shunted Josephson Junction (RCSJ) device provides a valuable test to explore chaos in dynamical systems. In this way, we show that the NSM becomes a simple and useful tool to address that problem. Moreover, as a novel
application, we deal with the generalized RCSJ model, under the assumption that the critical current depends on an external magnetic field. Interestingly, the solution we contribute presents even more complex nonlinear dynamics.

Additionally, a wide range of parameters has been selected to obtain different and characteristic both chaotic and non-chaotic behaviors. In this way, the numerical results obtained via the NSM have been compared with those from other standard numerical approaches in order to check out the reliability of such an electrical procedure. We would like also to highlight the easiness when obtaining both phase diagrams and FFT plots, which throw some useful information regarding the presence of chaos.

Overall, due to its generality and flexibility, we can conclude that the application of the NSM electrical equivalence presents an actual usefulness from the point of view of the circuit theory and its subsequent applications, as well.
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